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[1] An idealized general circulation model is constructed of the ocean’s deep circulation and CO2 system that
explains some of the more puzzling features of glacial-interglacial CO2 cycles, including the tight correlation
between atmospheric CO2 and Antarctic temperatures, the lead of Antarctic temperatures over CO2 at
terminations, and the shift of the ocean’s d13C minimum from the North Pacific to the Atlantic sector of the
Southern Ocean. These changes occur in the model during transitions between on and off states of the southern
overturning circulation. We hypothesize that these transitions occur in nature through a positive feedback that
involves the midlatitude westerly winds, the mean temperature of the atmosphere, and the overturning of
southern deep water. Cold glacial climates seem to have equatorward shifted westerlies, which allow more
respired CO2 to accumulate in the deep ocean. Warm climates like the present have poleward shifted westerlies
that flush respired CO2 out of the deep ocean.

Citation: Toggweiler, J. R., J. L. Russell, and S. R. Carson (2006), Midlatitude westerlies, atmospheric CO2, and climate change
during the ice ages, Paleoceanography, 21, PA2005, doi:10.1029/2005PA001154.

1. Introduction

[2] Shortly after Delmas et al. [1980] and Neftel et al.
[1982] discovered that atmospheric CO2 was lower at the
peak of the last ice age, Broecker [1982] suggested that the
CO2 reduction had come about through an increase in
the ocean’s biological activity. He reasoned that a larger
flux of sinking organic particles in a more productive glacial
ocean would be in balance with a larger CO2 gradient
between the surface ocean and deep ocean. A larger CO2

gradient would put more CO2 into the deep ocean and leave
less CO2 for the atmosphere and surface ocean.
[3] Two aspects of Broecker’s hypothesis have endured

and have guided most of the ensuing research. The first is
the idea that a biogeochemical mechanism lowered the
atmospheric pCO2 by increasing the amount of CO2 in
the deep ocean. The second is the idea that the biogeo-
chemical mechanism responds in some way to subtle
changes in the Earth’s orbit and spin axis [Milankovitch,
1930]. Broecker figured that the orbit and spin axis would
operate first on the Northern Hemisphere ice sheets. The ice
sheets would then alter the ocean’s biological activity
through their impact on sea level.
[4] It has been clear for some time that the rise in CO2 at

glacial terminations occurs before changes in global ice

volume [Shackleton and Pisias, 1985; Sowers et al., 1991].
This means that the effect of the orbital forcing on CO2 is
not being mediated through the ice sheets and it implies that
the orbital forcing is somehow operating more directly on
the ocean’s biogeochemistry [Shackleton, 2000]. It is hard
to imagine, however, why the biogeochemistry should be so
sensitive to this kind of forcing.
[5] Here we lay out a different approach. We call for a

positive feedback that shoots atmospheric CO2 from glacial
extremes to interglacial extremes and back again. The
proposed feedback is internal to the climate system. An
interaction between the ocean’s circulation, atmospheric
winds, and atmospheric CO2 pushes the atmospheric
pCO2 up and down, not the biogeochemistry or the orbital
forcing.
[6] Organic particles sinking out of the upper ocean leave

the residual CO2 in the upper ocean and atmosphere
enriched in d13C. When the organic particles are respired
at depth they make the CO2 in the interior depleted in d13C.
Past changes in respired CO2 can be reconstructed from this
relationship. Extensive mapping of the d13C distribution at
the Last Glacial Maximum (LGM) shows that the ocean did
indeed retain more respired CO2 à la Broecker [1982] but
the CO2 accumulated only near the bottom of the ocean
[Duplessey et al., 1988; Herguera et al., 1992; Sarnthein et
al., 1994; Matsumoto and Lynch-Stieglitz, 1999; Mackensen
et al., 2001].
[7] Figure 1 shows the difference in d13C between the

modern ocean and the LGM along a transect of cores
through the eastern Atlantic. The deep South Atlantic was
particularly depleted in d13C and held much more respired
CO2 than it does today. The upper half of the Atlantic was
enriched in d13C and had less CO2. The contour of zero d13C
difference, the red contour in Figure 1, divides the deep
Atlantic into a part that accumulated respired CO2 (below)
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e.g., Toggweiler et al. (2006):

(after Petit, 1999)



  

Fyfe at al. (2007): 

IPCC AR4 multi-model ensemble maximum 
southern hemisphere wind stress

(Lovenduski et al., 2008)
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2Centre for Australian Weather and Climate Research—a partnership of the Bureau of Meteorology and CSIRO, Wealth from Oceans Flagship, and the Australian Climate
and Ecosystems Cooperative Research Centre, Hobart, Tasmania 7000, Australia
*e-mail: cboening@ifm-geomar.de

Published online: 23 November 2008; doi:10.1038/ngeo362

Observations show a significant intensification of the Southern Hemisphere westerlies, the prevailing winds between the latitudes of
30� and 60� S, over the past decades. A continuation of this intensification trend is projected by climate scenarios for the twenty-first
century. The response of the Antarctic Circumpolar Current and the carbon sink in the Southern Ocean to changes in wind stress
and surface buoyancy fluxes is under debate. Here we analyse the Argo network of profiling floats and historical oceanographic data
to detect coherent hemispheric-scale warming and freshening trends that extend to depths of more than 1,000 m. The warming and
freshening is partly related to changes in the properties of the water masses that make up the Antarctic Circumpolar Current, which are
consistent with the anthropogenic changes in heat and freshwater fluxes suggested by climate models. However, we detect no increase
in the tilt of the surfaces of equal density across the Antarctic Circumpolar Current, in contrast to coarse-resolution model studies.
Our results imply that the transport in the Antarctic Circumpolar Current and meridional overturning in the Southern Ocean are
insensitive to decadal changes in wind stress.

The Antarctic Circumpolar Current (ACC) is the dominant
feature of ocean circulation in the Southern Hemisphere1. Driven
at least in part by the vigorous mid-latitude westerly winds,
the ACC is associated with strongly tilted surfaces of constant
density in the meridional direction. As these provide an e�ective
connection between surface and deep ocean waters, the ACC is of
unique importance for air–sea exchanges of heat, fresh water and
atmospheric trace gases, and thus for the evolution of climate under
increasing greenhouse gas emissions to the atmosphere2,3. The ACC
regime accounts for a large fraction of global ocean warming4–7, and
for �40% of the global oceanic uptake of anthropogenic CO2 over
the past two centuries8,9. However, model simulations10–12 suggest
that the future of this carbon sink depends rather sensitively on
the response of the ACC circulation system to the strengthening
of the westerlies projected by IPCC climate scenarios for the
twenty-first century13,14.

Climate model studies show a progressive increase in the
tilt of density surfaces across the ACC in response to poleward
intensifying westerly winds, relating to an increase in ACC
transport and southward shift of its mean position13,15,16. The
dynamic adjustment of the ACC in these coarse-resolution models
is governed by the e�ect of enhanced northward Ekman fluxes,
with an enhanced downwelling of surface waters north of the ACC,
and upwelling of deep waters south of the ACC (refs 17–19 ).
However, this behaviour is under debate, because the Ekman
e�ect may be opposed by a wind-induced increase in eddy
fluxes. High-resolution models with explicit eddies suggest that the
increase in northward Ekman transport caused by stronger westerly
winds is compensated by southward eddy fluxes, resulting in little
change in mean transport and overturning20–22.

Atmospheric observations and reanalyses indicate a significant
intensification of the westerlies in conjunction with the positive

trend of the Southern Annular Mode during recent decades23,24.
While evidence for a response of the ACC eddy activity to
inter-annual changes in zonal wind stress is provided by satellite
altimeter data25, understanding of changes in the density structure
of the ACC has been hampered by the scarcity of historical
measurements in the Southern Ocean. Temperatures recorded in
the 1990s by mid-depth autonomous floats26, and more recently27

by the profiling floats of the Argo network28, reveal a systematic
warming within the ACC compared with earlier hydrographic
measurements. The warming pattern seemed largely consistent
with the hypothesis of a wind-forced southward migration of the
isopycnal surfaces by about 50 km. However, no studies have yet
examined changes in salinity and density for the circumpolar extent
of the ACC.

Here we assess the structure of hemispheric-scale density
trends across the ACC, using the temperature and salinity profiles
provided by Argo floats and a comprehensive compilation of
historic data, and we elucidate the nature of the ACC changes
by contrasting the trends on isobaric surfaces with the trends in
water-mass properties on isopycnal surfaces.

SPATIAL PATTERN OF CHANGES ALONG THE ACC

Argo floats drift with the ocean currents at typically 1,000 m
depth, collecting vertical profiles of temperature and salinity
between 2,000 m depth and the sea surface every 10 days28.
Deployed from ships since 2001, the Argo network provides an
almost continuous spatial coverage of the previously sparsely
sampled Southern Ocean (Fig. 1). A comparison of the individual
Argo profiles with the climatological mean state, as provided by
the recent hemispheric extension of the high-resolution CSIRO
Atlas of Regional Seas (CARS (ref. 29)), shows a conspicuous
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Saturation of the Southern Ocean CO2
Sink Due to Recent Climate Change
Corinne Le Quéré,1,2,3* Christian Rödenbeck,1 Erik T. Buitenhuis,1,2 Thomas J. Conway,4
Ray Langenfelds,5 Antony Gomez,6 Casper Labuschagne,7 Michel Ramonet,8
Takakiyo Nakazawa,9 Nicolas Metzl,10 Nathan Gillett,11 Martin Heimann1

Based on observed atmospheric carbon dioxide (CO2) concentration and an inverse method, we
estimate that the Southern Ocean sink of CO2 has weakened between 1981 and 2004 by 0.08
petagrams of carbon per year per decade relative to the trend expected from the large increase in
atmospheric CO2. We attribute this weakening to the observed increase in Southern Ocean winds
resulting from human activities, which is projected to continue in the future. Consequences include
a reduction of the efficiency of the Southern Ocean sink of CO2 in the short term (about 25 years)
and possibly a higher level of stabilization of atmospheric CO2 on a multicentury time scale.

Atmospheric CO2 increases at only half
the rate of human-induced CO2 emis-
sions because of the presence of large

CO2 sinks in the ocean and on land (1). The sinks
are highly variable and sensitive to climate, yet
they are poorly constrained by observations. In
the ocean, only the large-scale variability and
trends in the equatorial and North Pacific have
been quantified (2, 3). In other regions, time-
series observations and repeated survey analysis
exist, but their extrapolation at the scale of a basin
is problematic because of the presence of large
regional variability (4–6). Data are particularly
sparse in the Southern Ocean, where the
magnitude of the CO2 sink is heavily disputed
(7, 8), its interannual variability is unknown, and

its control on atmospheric CO2 during glaciations
is firmly established but still not understood or
quantified (9, 10).

We estimated the variability and trend in the
CO2 sink of the Southern Ocean during 1981 to
2004 using the spatiotemporal evolution of
atmospheric CO2 from up to 11 stations in the
Southern Ocean and 40 stations worldwide
(Fig. 1). We used an inverse method that esti-
mates the CO2 flux distribution and time variabil-

ity that best matches the observed atmospheric
CO2 concentrations (11). The inversion uses
observed atmospheric CO2 concentrations from
individual flask pair values and/or hourly values
from in situ analyzers, as available (12) (fig. S1).
The station set is kept constant throughout the
inversion to minimize spurious variability from
the inversion setup. We performed an identical
inversion over four time periods using (i) 40
atmospheric stations for 1996 to 2004 (9 years),
(ii) 25 atmospheric stations for 1991 to 2004 (14
years), (iii) 17 atmospheric stations for 1986 to
2004 time period (19 years), and (iv) 11 at-
mospheric stations for 1981 to 2004 (24 years).
CO2 fluxes and concentrations are linked by the
atmospheric transport model TM3, with resolu-
tion of ~4° by 5° and 19 vertical levels, driven by
interannual 6-hourly winds from National Cen-
ters for Environmental Prediction (NCEP) rean-
alysis (13). The a priori information does not
involve any time-dependent elements. Although
we focus on the Southern Ocean (south of 45°S),
where the influence of the land is at its minimum,
the inversion is global.

The variability in integrated sea-air CO2

flux estimated by the inversions is ±0.14 Pg C
year–1 (14) over the Southern ocean (Fig. 2). The
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Water and Atmospheric Research, P.O. Box 14901, Wellington,
New Zealand. 7South African Weather Service, P.O. Box 320,
Stellenbosch, 7599 South Africa. 8Laboratoire des Sciences du
Climat et de l'Environnement/Institut Pierre Simon Laplace
(LSCE/IPSL), Gif-sur-Yvettes, Cedex 91191, France. 9Center for
Atmospheric and Oceanic Studies, Tohoku University, Sendai
980-8578, Japan. 10Laboratoire d’Océanographie et du Climat:
Experimentation et Approaches Numériques (LOCEAN/IPSL)
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11Climate Research Unit, School of Environmental Sciences,
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c.lequere@uea.ac.uk

Fig. 1. Footprint of atmospheric CO2 measurement stations. The footprint is defined here as the area
where CO2 fluxes of 0.2mol/m

2 year–1 produce a concentration response of at least 1 ppm, on an annual
average. The darkest shading shows the region with largest influence on a given station. Stations are
Cape Grim (CGO; 40.7°S, 144.7°E); Macquarie Island (MQA; 54°S, 159°E); Baring Head (BHD; 41°S,
175°E); Tierra del Fuego (TDF; 54.9°S, 68.5°W); Palmer Station (PSA; 65.0°S, 64°W); Halley Bay (HBA;
75.7°S, 25.5°W); Cape Point (CPT; 34°S, 19°E); Syowa (SYO; 69°S, 39°E); Mawson (MAA; 68°S, 63°E);
Amsterdam Island (AMS; 38°S, 78°E); and South Pole (SPO; 90.0°S). The color coding refers to the
length of the station’s record used, with light gray stations used since 1981, green stations since 1986,
purple stations since 1991, and dark gray stations since 1996.
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Impact of eddies?

  

are identical. But the involvement of eddies and the
implied problem of handling them in analytical (and
numerical) models may have been the hampering factor
leading to the quite late development of theories of
Southern Ocean overturning.

Marshall (1997) discusses the process of subduction
by eddies of newly formed water masses from the
mixed layer and presents a zonal mean model of the
Southern Ocean overturning. He uses an isopycnal
framework. We follow and extend the concept pre-
sented in Marshall and Radko (2003), which is based on
Eulerian equations but has the same physical contents.
It is assumed that all mixing and watermass formation
processes take place in an upper layer of the ocean—
basically a turbulent mixed layer where Ekman trans-
port and pumping is established by the wind and eddies,
and buoyancy is imprinted on the surface waters by
heat and freshwater flux from the overlying atmo-
sphere. The ocean interior is assumed void of turbu-
lence, but eddies are present that transport and mix
substances along isopycnals. We refer to this concept as
“adiabatic eddy regime” and see it as an extreme sce-
nario. The real ocean might have substantial mixing by
turbulence in the interior as well, in particular close to
the bottom (see, e.g., Heywood et al. 2002; Naveira
Garabato et al. 2004). Eddies might contribute also in

the ocean interior by a diapycnal flux to watermass
formation as well.

We extend Marshall and Radko’s concept to a prog-
nostic theory that predicts the zonal-mean density field
entirely from wind stress and surface buoyancy flux
data [a National Centers for Environmental Prediction
(NCEP) reanalysis dataset is used; see section 3]. The
model is based on a quasi-streamline mean (we use an
average following the ACC path) and temporal-mean
transformed Eulerian mean (TEM) theory (see, e.g.,
Andrews et al. 1987; Olbers and Ivchenko 2001) out-
lined in section 2 and is separated into an interior adia-
batic eddy regime where the density and momentum
balances are solved by a characteristics approach (see
sections 4 and 7) and an upper layer with basically
mixed layer properties, with an attached “slope layer”
in which the vertically completely mixed state blends to
the interior isopycnals with finite slopes (see section 6).
Turbulent mixing is limited to this upper-layer stack.
Eddy transport of density is parameterized by a con-
ventional downgradient form with a specified lateral
eddy diffusivity. Its depth dependence and meridional
dependence are estimated from hydrographic data [the
Special Analysis Center (SAC) analysis is used (avail-
able online at http://www.bsh.de/en/Marine%20data/
Observations/Climate/WOCEAIMS/WGHC/index

FIG. 1. A sketch of the ACC system showing the zonal flow and the meridional overturning circulation and water
masses. Antarctica is at the left side. The east–west section displays the isopycnal and sea surface tilts in relation
to submarine ridges, which are necessary to sustain the bottom form stress signatures (see Olbers et al. 2004). The
curly arrows at the surface indicate the buoyancy flux; the arrows attached to the isopycnals represent turbulent
mixing. An upper cell is formed primarily by northward Ekman transport beneath the strong westerly winds and
southward transport in the Upper Circumpolar Deep Water (UCDW) layer. The lower cell is driven primarily by
formation of dense AABW near the Antarctic continent and inflowing Lower Circumpolar Deep Water (UCDW
or NADW). Redrawn using a figure from Speer et al. (2000).
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Classical paradigm: 

Antarctic Circumpolar Current is driven by Southern Ocean wind and buoyancy forcing

(Olbers and Visbeck, 2005)

2. Comments on forcing of the ACC and its adjustment



  

TEk + TU - TEddies - TN  =  0

Gnanadesikan (1999):
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Implications for ACC transport?
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Suggests ACC transport determined by processes that maintain the global pycnocline/MOC: 

• Southern Ocean wind forcing; 
• diapycnal mixing;                           
• NADW formation (e.g., Fučkar and Vallis, 2007); 
• Southern Ocean eddies. 

       (cf. Gnanadesikan and Hallberg, 2000)

  

(a) Which Southern Ocean wind forcing?                                      (Allison et al., 2010)

of Cape Horn. In the NCEP‐NCAR reanalysis [Kistler et
al., 2001], the maximum in the long‐term mean zonally‐
averaged zonal wind stress is located at 52.4°S (c.f. Drake

Passage latitudes: 55–63°S). The ACC exhibits a north-
ward deflection after passing through Drake Passage, and
also fans out slightly in the Indian and Pacific basins,
aligning itself to some extent with the latitude of the
maximum wind.

2.2. Reduced‐Gravity Model
[13] Next, a 1.5‐layer reduced‐gravity ocean model is

used to examine the sensitivity of a circumpolar current to
the location of a westerly wind jet. The standard reduced‐
gravity equations are discretized on a C‐grid with spherical
geometry and a horizontal resolution of 1° × 1°. The model
domain is a single sector ocean basin, 97° wide and extending
from 65°N to 74°S. The Southern Ocean is represented by a
zonally re‐entrant channel between 56°S and the southern
boundary. The dynamically‐active upper layer of the model
represents the light pycnocline waters of the global ocean, and
the depth of the layer interface, h, can be interpreted as the
depth of the global pycnocline.
[14] Mesoscale eddies are parameterized as a layer thick-

ness diffusion following Gent and McWilliams [1990] with
!GM = 2000 m2 s−1. The model has a constant diapycnal
diffusion coefficient, !v = 10−5 m2 s−1, which leads to a
diapycnal upwelling velocity,w* = !v/h. To represent surface
buoyancy loss near Antarctica, the surface layer thickness is
relaxed to 10 m at the southern boundary, with the relaxation
decaying to zero over 4° latitude. Further details of the model
are given by Allison [2009].
[15] The model is forced in the southern hemisphere by an

idealized westerly wind jet, which has a zonal wind stress
profile given by a sine squared function of latitude (Figure 2a).
Nine experiments are carried out, inwhich the latitude of the jet
axis is varied; the wind stress magnitude (0.16 N m−2) and the
meridional width of the jet (14° latitude) remain unchanged. In
each experiment, the wind stress is constant in time, is purely
zonal, and is zero away from the latitudes of the jet. The
experiment with the jet in its southernmost location has the
maximumwind stress centered on 62.5°S and the jet is entirely
confined to the latitude band of the circumpolar channel. The

Figure 1. Barotropic stream function (Sv) in the final year
of three MITgcm experiments with different land mask
geometries. (a) Control experiment, (b) Indian and Pacific
basins filled with land everywhere north of the southern
tip of Africa, (c) Indian and Pacific basins filled with land
everywhere north of Cape Horn.

Figure 2. (a) Wind stress profiles in the reduced‐gravity model experiments in which the jet is in its southernmost (solid)
and northernmost (dashed) locations. (b and c) Surface layer thickness (m) in the reduced‐gravity model at the end of the
experiments with the wind jet in its southernmost (Figure 2b) and northernmost (Figure 2c) position. The hcrit layer thick-
ness contour for each experiment is shown as a heavy black contour.
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a ;0.2 PW storage rate. The divergence of the total
heat transport shown in Fig. 12a may be used to infer
the combined atmospheric flux and storage rate at each
latitude.
Estimated regional temperature anomaly transports

across ;308S are consistent with previous static inverse
model estimates. The state estimate finds 99 6 66 Sv 8C
(or ;0.4 6 0.3 PW) carried into the Atlantic Ocean,
Ganachaud and Wunsch (2000) find a flux of about 0.36
2 PW, Holfort and Siedler (2001) find 0.29 6 0.24 PW,
and Talley (2003) finds about 0.23 6 0.05 PW. The com-
bined temperature anomaly transport into the Indian and
Pacific Oceans in the state estimate is 180 6 210 Sv 8C
(;20.8 6 0.9 PW). For this region, Ganachaud and
Wunsch (2000) and Wijffels et al. (2001) both find
20.9 PW (error bars not explicitly given) and Talley
(2003) finds about 21.2 6 0.2 PW.
The total freshwater transport out of the Southern

Ocean is 0.76 0.2 Sv in the SOSE. Freshwater anomaly
storage is insignificant in the SOSE, so this transport rate
is consistent with the net precipitation/runoff rate of
0.86 0.9 Sv inferred by Ganachaud andWunsch (2003).
The equatorward export of freshwater across 328S into
the Atlantic and Indian Oceans is consistent with the
findings of Talley (2008). This transport is 0.2 6 0.1 Sv
for both Atlantic and Indian Oceans in the SOSE, and

Talley (2008) finds 0.2156 0.036 Sv and 0.2576 0.085 Sv
for each respective region. The transport across 288S
into the Pacific Ocean, however, is inconsistent as the
SOSE yields 0.4 6 0.1 Sv and Talley (2008) inferred
a transport of 0.136 6 0.077 Sv. The discrepancy in the
Pacific Ocean freshwater anomaly transport inferences
suggests an underestimate of the uncertainty in either
the current calculation, the Talley (2008) calculation based
on shipboard data collected in June–July 1967, or both.

d. Rate of wind work

TheACC is largely aligned with the atmospheric winds,
resulting in a large rate of work by the wind on the ocean
(Wunsch 1998). Using the present estimate, the domain-
integrated (over the area south of 258S) rate of wind work
done on the meridional and zonal velocities is 1.1 6 0.9
and 1.16 0.3 TW, respectively. The total integrated rate of
wind work for the SOSE domain is 2.16 1.1 TW (Fig. 14).
Of this ;2 TW, only 0.5 6 0.1 TW is absorbed by the
(primarily zonal) geostrophic flow. The power transfer
to the ageostrophic ocean circulation is approximately
three times greater than that transferred to the geo-
strophic flow [Ferrari and Wunsch (2009, supplemental
material) provide a wider context for these numbers].
The rate of wind work calculation is made using

6-hourly averaged fields. Smoothing the ocean velocity

FIG. 14. Time-average rate of work (power) done by the wind on the Southern Ocean
circulation, t ! v (W m22). The integrated power input over the domain is 2.1 6 1.1 TW. The
color axis is nonlinear.
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of Cape Horn. In the NCEP‐NCAR reanalysis [Kistler et
al., 2001], the maximum in the long‐term mean zonally‐
averaged zonal wind stress is located at 52.4°S (c.f. Drake

Passage latitudes: 55–63°S). The ACC exhibits a north-
ward deflection after passing through Drake Passage, and
also fans out slightly in the Indian and Pacific basins,
aligning itself to some extent with the latitude of the
maximum wind.

2.2. Reduced‐Gravity Model
[13] Next, a 1.5‐layer reduced‐gravity ocean model is

used to examine the sensitivity of a circumpolar current to
the location of a westerly wind jet. The standard reduced‐
gravity equations are discretized on a C‐grid with spherical
geometry and a horizontal resolution of 1° × 1°. The model
domain is a single sector ocean basin, 97° wide and extending
from 65°N to 74°S. The Southern Ocean is represented by a
zonally re‐entrant channel between 56°S and the southern
boundary. The dynamically‐active upper layer of the model
represents the light pycnocline waters of the global ocean, and
the depth of the layer interface, h, can be interpreted as the
depth of the global pycnocline.
[14] Mesoscale eddies are parameterized as a layer thick-

ness diffusion following Gent and McWilliams [1990] with
!GM = 2000 m2 s−1. The model has a constant diapycnal
diffusion coefficient, !v = 10−5 m2 s−1, which leads to a
diapycnal upwelling velocity,w* = !v/h. To represent surface
buoyancy loss near Antarctica, the surface layer thickness is
relaxed to 10 m at the southern boundary, with the relaxation
decaying to zero over 4° latitude. Further details of the model
are given by Allison [2009].
[15] The model is forced in the southern hemisphere by an

idealized westerly wind jet, which has a zonal wind stress
profile given by a sine squared function of latitude (Figure 2a).
Nine experiments are carried out, inwhich the latitude of the jet
axis is varied; the wind stress magnitude (0.16 N m−2) and the
meridional width of the jet (14° latitude) remain unchanged. In
each experiment, the wind stress is constant in time, is purely
zonal, and is zero away from the latitudes of the jet. The
experiment with the jet in its southernmost location has the
maximumwind stress centered on 62.5°S and the jet is entirely
confined to the latitude band of the circumpolar channel. The

Figure 1. Barotropic stream function (Sv) in the final year
of three MITgcm experiments with different land mask
geometries. (a) Control experiment, (b) Indian and Pacific
basins filled with land everywhere north of the southern
tip of Africa, (c) Indian and Pacific basins filled with land
everywhere north of Cape Horn.

Figure 2. (a) Wind stress profiles in the reduced‐gravity model experiments in which the jet is in its southernmost (solid)
and northernmost (dashed) locations. (b and c) Surface layer thickness (m) in the reduced‐gravity model at the end of the
experiments with the wind jet in its southernmost (Figure 2b) and northernmost (Figure 2c) position. The hcrit layer thick-
ness contour for each experiment is shown as a heavy black contour.
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Nine experiments are carried out, inwhich the latitude of the jet
axis is varied; the wind stress magnitude (0.16 N m−2) and the
meridional width of the jet (14° latitude) remain unchanged. In
each experiment, the wind stress is constant in time, is purely
zonal, and is zero away from the latitudes of the jet. The
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and northernmost (dashed) locations. (b and c) Surface layer thickness (m) in the reduced‐gravity model at the end of the
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the structure of the solution varies as the wind jet is mi-
grated northward. In section 7 we investigate the extent to
which the volume transport through the model Drake Pas-
sage can be predicted by integrating the wind stress over
the circumpolar streamlines following the suggestion of Al-
lison et al. (2010). Finally, a brief concluding discussion is
given in section 8.

2. Model formulation

a. Equations of motion

We consider a reduced-gravity model of the Antarctic
Circumpolar Current, forced by surface wind stress. For
analytical convenience, we work with a Cartesian coordi-
nate system (x, y) on the � plane where x and y are the
zonal and meridional coordinates. The domain extends
from (0, 0) to (x

0

, y

0

), with a reentrant “Drake Passage”
between y = 0 and y = y

0

/4. We set x

0

= 20 000 km
and y

0

= 4000 km, giving a model Drake Passage of width
1 000 km, as sketched in Fig. 1.

We assume the Rossby number is su�ciently small such
that inertia can be neglected and the equilibrium momen-
tum equation written:

fk⇥ u+ g

p

rh =
⌧

s

⇢

0

h

� rg

p

f

k⇥rh, (1)

where the right-hand side of (1) includes a linear drag pro-
portional to the geostrophic velocity. Here f = f

0

+ �y is
the Coriolis parameter where f

0

is the Coriolis parameter
at the southern boundary and � is its meridional gradient,
k is the unit vertical vector, u is the lateral velocity, g

p

is the reduced gravity, h is the layer thickness, ⌧
s

is the
surface wind stress, ⇢

0

is a reference density and r is the
linear drag coe�cient.

In addition, the flow satisfies a continuity equation,

r · (hu� 

gm

rh) = ��, (2)

where the second term in (2) represents the Gent and
McWilliams parameterization of the eddy bolus transport,
hu

⇤ ⌘ h

0
u

0 = �

gm

rh, where overbars and primes denote
time-mean and time-varying components and 

gm

is the
eddy di↵usivity (Gent and McWilliams 1990; Gent et al.
1995). The term on the right-hand side is included only
to prevent the layer thickness from becoming any smaller
than a prescribed minimum value, h

0

, otherwise it is set to
zero; � represents “buoyancy forcing”, equal to the nega-
tive diapycnal velocity (such that positive values represent
cooling and negative warming, consistent with the other
vertical velocities).

Boundary conditions on the lateral and northern bound-
aries are no normal flow and 

gm

= 0. The wind forcing is
chosen to be zonal, ⌧

s

= ⌧

s

(y)i where i is the unit vector
in the x direction; ⌧

s

vanishes along all zonal boundaries
such that n · k ⇥ ⌧

s

= 0 where n is a unit vector normal

20000 km

wind stress

h

Thursday, 18 April 13

4000 km

1000 km

20000 km

4000 km

Friday, 19 April 13

Fig. 1. Schematic diagram illustrating the model formu-
lation and domain. Flow is confined to a reduced-gravity
layer (shaded) overlaying a motionless abyss. The two
layers are separated by a “pycnocline” of depth h, across
which the density increases abruptly. The upper layer is
forced by a prescribed surface wind stress. A reentrant
channel occupies the most southerly quarter of the domain.
The model dimensions are indicated on the figure.

to the boundary. With this simplification, the no-normal
flow condition can be written as:

n · {fk⇥rh � rrh} = 0. (3)

On the southern boundary we set h = h

0

, where h

0

is
a small value (10m in the solutions shown) as a simple
parameterization of buoyancy loss.

We also set h = h

0

on any points where the solution
would otherwise give a smaller value of h, i.e., points that
might be considered “outcropped”. This is equivalent to
introducing an additional volume source at such points.
Note that integrated around the bounding h

0

contour, the
net normal volume flux must integrate to zero to satisfy
the continuity equation in the remainder of the domain.

Equations (1) and (2) combine to give a single elliptic
equation for the layer thickness:

�c

@h

@x

= r · {(
gm

+ c �

s

)rh}� w

ek

� � (4)

A B C D

where

c(h) =
�g

p

h

f

2

(5)

is the long Rossby wave speed, � = df/dy is the meridional
gradient in the Coriolis parameter, �

s

= r/� is the Stommel
boundary layer width (Stommel 1948), and w

ek

= k ·r⇥
(⌧

s

/⇢

0

f) is the Ekman upwelling velocity (Ekman 1905).
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Thursday, 2 May 13Fig. 9. Lateral structure of solution W234. The plotted
fields are as in Fig. 3.
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fields are as in Fig. 3.
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Thursday, 2 May 13Fig. 7. Lateral structure of solution W014. The plotted
fields are as in Fig. 3.
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fields are as in Fig. 3.
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the structure of the solution varies as the wind jet is mi-
grated northward. In section 7 we investigate the extent to
which the volume transport through the model Drake Pas-
sage can be predicted by integrating the wind stress over
the circumpolar streamlines following the suggestion of Al-
lison et al. (2010). Finally, a brief concluding discussion is
given in section 8.

2. Model formulation

a. Equations of motion

We consider a reduced-gravity model of the Antarctic
Circumpolar Current, forced by surface wind stress. For
analytical convenience, we work with a Cartesian coordi-
nate system (x, y) on the � plane where x and y are the
zonal and meridional coordinates. The domain extends
from (0, 0) to (x
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, y
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), with a reentrant “Drake Passage”
between y = 0 and y = y

0

/4. We set x

0

= 20 000 km
and y
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= 4000 km, giving a model Drake Passage of width
1 000 km, as sketched in Fig. 1.

We assume the Rossby number is su�ciently small such
that inertia can be neglected and the equilibrium momen-
tum equation written:
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where the right-hand side of (1) includes a linear drag pro-
portional to the geostrophic velocity. Here f = f

0

+ �y is
the Coriolis parameter where f

0

is the Coriolis parameter
at the southern boundary and � is its meridional gradient,
k is the unit vertical vector, u is the lateral velocity, g

p

is the reduced gravity, h is the layer thickness, ⌧
s

is the
surface wind stress, ⇢

0

is a reference density and r is the
linear drag coe�cient.

In addition, the flow satisfies a continuity equation,
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rh) = ��, (2)

where the second term in (2) represents the Gent and
McWilliams parameterization of the eddy bolus transport,
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0
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gm

rh, where overbars and primes denote
time-mean and time-varying components and 

gm

is the
eddy di↵usivity (Gent and McWilliams 1990; Gent et al.
1995). The term on the right-hand side is included only
to prevent the layer thickness from becoming any smaller
than a prescribed minimum value, h

0

, otherwise it is set to
zero; � represents “buoyancy forcing”, equal to the nega-
tive diapycnal velocity (such that positive values represent
cooling and negative warming, consistent with the other
vertical velocities).

Boundary conditions on the lateral and northern bound-
aries are no normal flow and 

gm

= 0. The wind forcing is
chosen to be zonal, ⌧

s

= ⌧

s

(y)i where i is the unit vector
in the x direction; ⌧

s

vanishes along all zonal boundaries
such that n · k ⇥ ⌧

s

= 0 where n is a unit vector normal
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Fig. 1. Schematic diagram illustrating the model formu-
lation and domain. Flow is confined to a reduced-gravity
layer (shaded) overlaying a motionless abyss. The two
layers are separated by a “pycnocline” of depth h, across
which the density increases abruptly. The upper layer is
forced by a prescribed surface wind stress. A reentrant
channel occupies the most southerly quarter of the domain.
The model dimensions are indicated on the figure.

to the boundary. With this simplification, the no-normal
flow condition can be written as:

n · {fk⇥rh � rrh} = 0. (3)

On the southern boundary we set h = h

0

, where h

0

is
a small value (10m in the solutions shown) as a simple
parameterization of buoyancy loss.

We also set h = h

0

on any points where the solution
would otherwise give a smaller value of h, i.e., points that
might be considered “outcropped”. This is equivalent to
introducing an additional volume source at such points.
Note that integrated around the bounding h

0

contour, the
net normal volume flux must integrate to zero to satisfy
the continuity equation in the remainder of the domain.

Equations (1) and (2) combine to give a single elliptic
equation for the layer thickness:
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is the long Rossby wave speed, � = df/dy is the meridional
gradient in the Coriolis parameter, �
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= r/� is the Stommel
boundary layer width (Stommel 1948), and w
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f) is the Ekman upwelling velocity (Ekman 1905).
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Fig. 12. Variation of Drake Passage volume transport with
the latitude of the wind jet for the narrow wind jet solutions
(W01n, W12n, W23n, W34n; n=0, 1, 2, 4). Also shown
with light blue shading is the latitude band of the model
Drake Passage.

7. What sets the Drake Passage transport?

The Drake Passage volume transport is well approxi-
mated by:

T

dp

=

Z

dp

hu dy ⇡ �
g

p

h

2

dp

2f
dp

, (26)

where the integral is evaluated across the model Drake Pas-
sage and h

dp

and f

dp

are evaluated at the northern edge of
Drake Passage (where the streamlines are concentrated).
In deriving (26), the velocity has been approximated as
geostrophic and the layer thickness neglected to the south
of Drake Passage. Note that f

dp

is negative and thus T

dp

is positive.
Following a similar approach to Allison et al. (2010), an

approximate expression is now sought for the circumpolar
transport in terms of the wind stress and model parame-
ters. The northward transport velocity is
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. (27)

Equation (27) is integrated over the area bounded by the
layer thickness contours (geostrophic streamlines) touching
the northern and southern extremes of the model Drake
Passage as sketched in Fig. 13. This choice ensures that
any outcropped regions are avoided. Furthermore, because
there is a pressure drop across the basin, it is necessary
to connect the northernmost layer thickness contour to the
western boundary as sketched in Fig. 13.

Thursday, 18 April 13

Sunday, 21 April 13

Fig. 13. Schematic showing area of integration bounded
by the layer thickness contours that just pass through the
model Drake Passage, except close to the western bound-
ary. See the text for further details.

The result, neglecting the frictional term, is
ZZ

h(v + v

⇤) dx dy ⇡
Z

g

p

2f
(h2

e

� h

2

w

) dy

�
ZZ

⌧

(x)

s

⇢

0

f

dx dy

�

gm

h

dp

x

0

. (28)

Assuming the left-hand-side of this equation approximately
vanishes and neglecting the geostrophic term, a theoretical
prediction is obtained for the layer thickness at the north-
ern tip of Drake Passage,
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from which a prediction of T

dp

follows using (26). This
is the result of Allison et al. (2010) that the circumpolar
transport depends on the integral of the wind stress over the
circumpolar streamlines. This prediction is tested against
the diagnosed model values in the top panels of Fig. 14. In
general, the integral wind stress serves as a useful predictor
of the Drake Passage transport. However, there is some
scatter and the predicted value generally exceeds the actual
transport, by a considerable margin in the case of large
wind stress, in particular when the wind jet is located far
north of the model Drake Passage.

An improved prediction of the circumpolar transport
can be obtained by retaining the geostrophic term,

h

dp

⇡ 1



gm

x

0

ZZ
⌧

(x)

s

⇢

0

f

dx dy

� 1



gm

x

0

Z
g

p

2f
(h2

e

� h

2

w

) dy. (30)

This is tested against the diagnosed model values in the
central panels of Fig. 14. Note that most of the scatter is
now removed, except for the cases in which the wind stress
is located far north of the model Drake Passage.

In these latter cases, some of the discrepancy can be
explained by noting that the residual transport across the
model Drake Passage does not vanish (see Fig. 11). To
obtain a further improved estimate, the residual transport
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Thursday, 2 May 13

Fig. 14. Comparison of the theoretical predictions of the pycnocline depth at the northern tip of “Drake Passage” (left
panels) and the “Drake Passage” volume transport (right panels) against values diagnosed from the full model calculations.
The three rows show the theoretical predictions obtained by: (i) integrating the zonal wind stress over the circumpolar
streamlines; (ii) additionally correcting for the diagnosed northward geostrophic transport; (iii) further correcting for the
diagnosed residual transport across Drake Passage. Blue points correspond to wind profiles where the peak wind stress
lies at y  L/2, cyan points where the peak wind stress lies in the range L/2 < y < 3L/4, and green points where the
wind stress lies at y � 3L/4. The three magenta points corresponds to the calculations in which the drag coe�cient is
increased (the control value lying on the dashed line), and the red points to the two additional calculations in which the
Gent and McWilliams eddy di↵usivity is increased and decreased.
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Fig. 14. Comparison of the theoretical predictions of the pycnocline depth at the northern tip of “Drake Passage” (left
panels) and the “Drake Passage” volume transport (right panels) against values diagnosed from the full model calculations.
The three rows show the theoretical predictions obtained by: (i) integrating the zonal wind stress over the circumpolar
streamlines; (ii) additionally correcting for the diagnosed northward geostrophic transport; (iii) further correcting for the
diagnosed residual transport across Drake Passage. Blue points correspond to wind profiles where the peak wind stress
lies at y  L/2, cyan points where the peak wind stress lies in the range L/2 < y < 3L/4, and green points where the
wind stress lies at y � 3L/4. The three magenta points corresponds to the calculations in which the drag coe�cient is
increased (the control value lying on the dashed line), and the red points to the two additional calculations in which the
Gent and McWilliams eddy di↵usivity is increased and decreased.
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Fig. 12. Variation of Drake Passage volume transport with
the latitude of the wind jet for the narrow wind jet solutions
(W01n, W12n, W23n, W34n; n=0, 1, 2, 4). Also shown
with light blue shading is the latitude band of the model
Drake Passage.

7. What sets the Drake Passage transport?

The Drake Passage volume transport is well approxi-
mated by:

T

dp

=

Z

dp

hu dy ⇡ �
g

p

h

2

dp

2f
dp

, (26)

where the integral is evaluated across the model Drake Pas-
sage and h

dp

and f

dp

are evaluated at the northern edge of
Drake Passage (where the streamlines are concentrated).
In deriving (26), the velocity has been approximated as
geostrophic and the layer thickness neglected to the south
of Drake Passage. Note that f

dp

is negative and thus T

dp

is positive.
Following a similar approach to Allison et al. (2010), an

approximate expression is now sought for the circumpolar
transport in terms of the wind stress and model parame-
ters. The northward transport velocity is

h(v + v

⇤) =
@

@x

✓
g

p

h

2

2f

◆
� ⌧

(x)

s

⇢

0

f

� (
gm

+ c �

s

)
@h

@y

. (27)

Equation (27) is integrated over the area bounded by the
layer thickness contours (geostrophic streamlines) touching
the northern and southern extremes of the model Drake
Passage as sketched in Fig. 13. This choice ensures that
any outcropped regions are avoided. Furthermore, because
there is a pressure drop across the basin, it is necessary
to connect the northernmost layer thickness contour to the
western boundary as sketched in Fig. 13.

Thursday, 18 April 13

Sunday, 21 April 13

Fig. 13. Schematic showing area of integration bounded
by the layer thickness contours that just pass through the
model Drake Passage, except close to the western bound-
ary. See the text for further details.

The result, neglecting the frictional term, is
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. (28)

Assuming the left-hand-side of this equation approximately
vanishes and neglecting the geostrophic term, a theoretical
prediction is obtained for the layer thickness at the north-
ern tip of Drake Passage,

h
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⇡ 1



gm
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0
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(x)

s
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0

f

dx dy, (29)

from which a prediction of T

dp

follows using (26). This
is the result of Allison et al. (2010) that the circumpolar
transport depends on the integral of the wind stress over the
circumpolar streamlines. This prediction is tested against
the diagnosed model values in the top panels of Fig. 14. In
general, the integral wind stress serves as a useful predictor
of the Drake Passage transport. However, there is some
scatter and the predicted value generally exceeds the actual
transport, by a considerable margin in the case of large
wind stress, in particular when the wind jet is located far
north of the model Drake Passage.

An improved prediction of the circumpolar transport
can be obtained by retaining the geostrophic term,

h
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Z
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e

� h

2

w

) dy. (30)

This is tested against the diagnosed model values in the
central panels of Fig. 14. Note that most of the scatter is
now removed, except for the cases in which the wind stress
is located far north of the model Drake Passage.

In these latter cases, some of the discrepancy can be
explained by noting that the residual transport across the
model Drake Passage does not vanish (see Fig. 11). To
obtain a further improved estimate, the residual transport
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Fig. 14. Comparison of the theoretical predictions of the pycnocline depth at the northern tip of “Drake Passage” (left
panels) and the “Drake Passage” volume transport (right panels) against values diagnosed from the full model calculations.
The three rows show the theoretical predictions obtained by: (i) integrating the zonal wind stress over the circumpolar
streamlines; (ii) additionally correcting for the diagnosed northward geostrophic transport; (iii) further correcting for the
diagnosed residual transport across Drake Passage. Blue points correspond to wind profiles where the peak wind stress
lies at y  L/2, cyan points where the peak wind stress lies in the range L/2 < y < 3L/4, and green points where the
wind stress lies at y � 3L/4. The three magenta points corresponds to the calculations in which the drag coe�cient is
increased (the control value lying on the dashed line), and the red points to the two additional calculations in which the
Gent and McWilliams eddy di↵usivity is increased and decreased.
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Solution: integrate wind stress over circumpolar contours
(Allison et al., 2010):

 (Marshall et al., 2015) 

3000 km



the structure of the solution varies as the wind jet is mi-
grated northward. In section 7 we investigate the extent to
which the volume transport through the model Drake Pas-
sage can be predicted by integrating the wind stress over
the circumpolar streamlines following the suggestion of Al-
lison et al. (2010). Finally, a brief concluding discussion is
given in section 8.

2. Model formulation

a. Equations of motion

We consider a reduced-gravity model of the Antarctic
Circumpolar Current, forced by surface wind stress. For
analytical convenience, we work with a Cartesian coordi-
nate system (x, y) on the � plane where x and y are the
zonal and meridional coordinates. The domain extends
from (0, 0) to (x

0

, y

0

), with a reentrant “Drake Passage”
between y = 0 and y = y

0

/4. We set x

0

= 20 000 km
and y

0

= 4000 km, giving a model Drake Passage of width
1 000 km, as sketched in Fig. 1.

We assume the Rossby number is su�ciently small such
that inertia can be neglected and the equilibrium momen-
tum equation written:

fk⇥ u+ g

p

rh =
⌧

s

⇢

0

h

� rg

p

f

k⇥rh, (1)

where the right-hand side of (1) includes a linear drag pro-
portional to the geostrophic velocity. Here f = f

0

+ �y is
the Coriolis parameter where f

0

is the Coriolis parameter
at the southern boundary and � is its meridional gradient,
k is the unit vertical vector, u is the lateral velocity, g

p

is the reduced gravity, h is the layer thickness, ⌧
s

is the
surface wind stress, ⇢

0

is a reference density and r is the
linear drag coe�cient.

In addition, the flow satisfies a continuity equation,

r · (hu� 

gm

rh) = ��, (2)

where the second term in (2) represents the Gent and
McWilliams parameterization of the eddy bolus transport,
hu

⇤ ⌘ h

0
u

0 = �

gm

rh, where overbars and primes denote
time-mean and time-varying components and 

gm

is the
eddy di↵usivity (Gent and McWilliams 1990; Gent et al.
1995). The term on the right-hand side is included only
to prevent the layer thickness from becoming any smaller
than a prescribed minimum value, h

0

, otherwise it is set to
zero; � represents “buoyancy forcing”, equal to the nega-
tive diapycnal velocity (such that positive values represent
cooling and negative warming, consistent with the other
vertical velocities).

Boundary conditions on the lateral and northern bound-
aries are no normal flow and 

gm

= 0. The wind forcing is
chosen to be zonal, ⌧

s

= ⌧

s

(y)i where i is the unit vector
in the x direction; ⌧

s

vanishes along all zonal boundaries
such that n · k ⇥ ⌧

s

= 0 where n is a unit vector normal

20000 km

wind stress

h

Thursday, 18 April 13

4000 km

1000 km

20000 km

4000 km

Friday, 19 April 13

Fig. 1. Schematic diagram illustrating the model formu-
lation and domain. Flow is confined to a reduced-gravity
layer (shaded) overlaying a motionless abyss. The two
layers are separated by a “pycnocline” of depth h, across
which the density increases abruptly. The upper layer is
forced by a prescribed surface wind stress. A reentrant
channel occupies the most southerly quarter of the domain.
The model dimensions are indicated on the figure.

to the boundary. With this simplification, the no-normal
flow condition can be written as:

n · {fk⇥rh � rrh} = 0. (3)

On the southern boundary we set h = h

0

, where h

0

is
a small value (10m in the solutions shown) as a simple
parameterization of buoyancy loss.

We also set h = h

0

on any points where the solution
would otherwise give a smaller value of h, i.e., points that
might be considered “outcropped”. This is equivalent to
introducing an additional volume source at such points.
Note that integrated around the bounding h

0

contour, the
net normal volume flux must integrate to zero to satisfy
the continuity equation in the remainder of the domain.

Equations (1) and (2) combine to give a single elliptic
equation for the layer thickness:

�c

@h

@x

= r · {(
gm

+ c �

s

)rh}� w

ek

� � (4)

A B C D

where

c(h) =
�g

p

h

f

2

(5)

is the long Rossby wave speed, � = df/dy is the meridional
gradient in the Coriolis parameter, �

s

= r/� is the Stommel
boundary layer width (Stommel 1948), and w

ek

= k ·r⇥
(⌧

s

/⇢

0

f) is the Ekman upwelling velocity (Ekman 1905).
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Fig. 12. Variation of Drake Passage volume transport with
the latitude of the wind jet for the narrow wind jet solutions
(W01n, W12n, W23n, W34n; n=0, 1, 2, 4). Also shown
with light blue shading is the latitude band of the model
Drake Passage.

7. What sets the Drake Passage transport?

The Drake Passage volume transport is well approxi-
mated by:

T

dp

=

Z

dp

hu dy ⇡ �
g

p

h

2

dp

2f
dp

, (26)

where the integral is evaluated across the model Drake Pas-
sage and h

dp

and f

dp

are evaluated at the northern edge of
Drake Passage (where the streamlines are concentrated).
In deriving (26), the velocity has been approximated as
geostrophic and the layer thickness neglected to the south
of Drake Passage. Note that f

dp

is negative and thus T

dp

is positive.
Following a similar approach to Allison et al. (2010), an

approximate expression is now sought for the circumpolar
transport in terms of the wind stress and model parame-
ters. The northward transport velocity is

h(v + v

⇤) =
@
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◆
� ⌧

(x)

s

⇢

0

f

� (
gm

+ c �

s

)
@h

@y

. (27)

Equation (27) is integrated over the area bounded by the
layer thickness contours (geostrophic streamlines) touching
the northern and southern extremes of the model Drake
Passage as sketched in Fig. 13. This choice ensures that
any outcropped regions are avoided. Furthermore, because
there is a pressure drop across the basin, it is necessary
to connect the northernmost layer thickness contour to the
western boundary as sketched in Fig. 13.

Thursday, 18 April 13

Sunday, 21 April 13

Fig. 13. Schematic showing area of integration bounded
by the layer thickness contours that just pass through the
model Drake Passage, except close to the western bound-
ary. See the text for further details.

The result, neglecting the frictional term, is
ZZ

h(v + v
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e
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⇢
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Assuming the left-hand-side of this equation approximately
vanishes and neglecting the geostrophic term, a theoretical
prediction is obtained for the layer thickness at the north-
ern tip of Drake Passage,

h

dp

⇡ 1



gm

x

0

ZZ
⌧

(x)

s

⇢

0

f

dx dy, (29)

from which a prediction of T

dp

follows using (26). This
is the result of Allison et al. (2010) that the circumpolar
transport depends on the integral of the wind stress over the
circumpolar streamlines. This prediction is tested against
the diagnosed model values in the top panels of Fig. 14. In
general, the integral wind stress serves as a useful predictor
of the Drake Passage transport. However, there is some
scatter and the predicted value generally exceeds the actual
transport, by a considerable margin in the case of large
wind stress, in particular when the wind jet is located far
north of the model Drake Passage.

An improved prediction of the circumpolar transport
can be obtained by retaining the geostrophic term,
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0
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2
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) dy. (30)

This is tested against the diagnosed model values in the
central panels of Fig. 14. Note that most of the scatter is
now removed, except for the cases in which the wind stress
is located far north of the model Drake Passage.

In these latter cases, some of the discrepancy can be
explained by noting that the residual transport across the
model Drake Passage does not vanish (see Fig. 11). To
obtain a further improved estimate, the residual transport
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Thursday, 2 May 13Fig. 7. Lateral structure of solution W014. The plotted
fields are as in Fig. 3.
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Thursday, 2 May 13

Fig. 14. Comparison of the theoretical predictions of the pycnocline depth at the northern tip of “Drake Passage” (left
panels) and the “Drake Passage” volume transport (right panels) against values diagnosed from the full model calculations.
The three rows show the theoretical predictions obtained by: (i) integrating the zonal wind stress over the circumpolar
streamlines; (ii) additionally correcting for the diagnosed northward geostrophic transport; (iii) further correcting for the
diagnosed residual transport across Drake Passage. Blue points correspond to wind profiles where the peak wind stress
lies at y  L/2, cyan points where the peak wind stress lies in the range L/2 < y < 3L/4, and green points where the
wind stress lies at y � 3L/4. The three magenta points corresponds to the calculations in which the drag coe�cient is
increased (the control value lying on the dashed line), and the red points to the two additional calculations in which the
Gent and McWilliams eddy di↵usivity is increased and decreased.

16

100 101 102 103
100

101

102

103

100 300 1000 3000
100

300

1000

3000

100 300 1000 3000

3000

300

1000

100
1 10 100 1000

1000

10

100

1

100 101 102 103
100

101

102

103

100 300 1000 3000
100

300

1000

3000

100 300 1000 3000

3000

300

1000

100
1 10 100 1000

1000

10

100

1

100 101 102 103
100

101

102

103

100 300 1000 3000
100

300

1000

3000

100 300 1000 3000

3000

300

1000

100
1 10 100 1000

1000

10

100

1

Drake Passage pycnocline depth (m) Drake Passage transport (Sv)

diagnosed from model

th
eo

re
tic

al
 p

re
di

ct
io

n 
fro

m
 

in
te

gr
at

ed
 w

in
d 

st
re

ss
th

eo
re

tic
al

 p
re

di
ct

io
n 

af
te

r
ge

os
tro

ph
ic

 c
or

re
ct

io
n

th
eo

re
tic

al
 p

re
di

ct
io

n 
af

te
r

re
si

du
al

 c
or

re
ct

io
n

Thursday, 2 May 13

Fig. 14. Comparison of the theoretical predictions of the pycnocline depth at the northern tip of “Drake Passage” (left
panels) and the “Drake Passage” volume transport (right panels) against values diagnosed from the full model calculations.
The three rows show the theoretical predictions obtained by: (i) integrating the zonal wind stress over the circumpolar
streamlines; (ii) additionally correcting for the diagnosed northward geostrophic transport; (iii) further correcting for the
diagnosed residual transport across Drake Passage. Blue points correspond to wind profiles where the peak wind stress
lies at y  L/2, cyan points where the peak wind stress lies in the range L/2 < y < 3L/4, and green points where the
wind stress lies at y � 3L/4. The three magenta points corresponds to the calculations in which the drag coe�cient is
increased (the control value lying on the dashed line), and the red points to the two additional calculations in which the
Gent and McWilliams eddy di↵usivity is increased and decreased.
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Fig. 12. Variation of Drake Passage volume transport with
the latitude of the wind jet for the narrow wind jet solutions
(W01n, W12n, W23n, W34n; n=0, 1, 2, 4). Also shown
with light blue shading is the latitude band of the model
Drake Passage.

7. What sets the Drake Passage transport?

The Drake Passage volume transport is well approxi-
mated by:

T

dp

=

Z

dp

hu dy ⇡ �
g

p

h

2

dp

2f
dp

, (26)

where the integral is evaluated across the model Drake Pas-
sage and h

dp

and f

dp

are evaluated at the northern edge of
Drake Passage (where the streamlines are concentrated).
In deriving (26), the velocity has been approximated as
geostrophic and the layer thickness neglected to the south
of Drake Passage. Note that f

dp

is negative and thus T

dp

is positive.
Following a similar approach to Allison et al. (2010), an

approximate expression is now sought for the circumpolar
transport in terms of the wind stress and model parame-
ters. The northward transport velocity is

h(v + v

⇤) =
@

@x

✓
g

p

h

2

2f

◆
� ⌧

(x)

s

⇢

0

f

� (
gm

+ c �

s

)
@h

@y

. (27)

Equation (27) is integrated over the area bounded by the
layer thickness contours (geostrophic streamlines) touching
the northern and southern extremes of the model Drake
Passage as sketched in Fig. 13. This choice ensures that
any outcropped regions are avoided. Furthermore, because
there is a pressure drop across the basin, it is necessary
to connect the northernmost layer thickness contour to the
western boundary as sketched in Fig. 13.

Thursday, 18 April 13

Sunday, 21 April 13

Fig. 13. Schematic showing area of integration bounded
by the layer thickness contours that just pass through the
model Drake Passage, except close to the western bound-
ary. See the text for further details.

The result, neglecting the frictional term, is
ZZ

h(v + v

⇤) dx dy ⇡
Z

g

p

2f
(h2

e

� h

2

w

) dy

�
ZZ

⌧

(x)

s

⇢

0

f

dx dy

�

gm

h

dp

x

0

. (28)

Assuming the left-hand-side of this equation approximately
vanishes and neglecting the geostrophic term, a theoretical
prediction is obtained for the layer thickness at the north-
ern tip of Drake Passage,

h

dp

⇡ 1



gm

x

0

ZZ
⌧

(x)

s

⇢

0

f

dx dy, (29)

from which a prediction of T

dp

follows using (26). This
is the result of Allison et al. (2010) that the circumpolar
transport depends on the integral of the wind stress over the
circumpolar streamlines. This prediction is tested against
the diagnosed model values in the top panels of Fig. 14. In
general, the integral wind stress serves as a useful predictor
of the Drake Passage transport. However, there is some
scatter and the predicted value generally exceeds the actual
transport, by a considerable margin in the case of large
wind stress, in particular when the wind jet is located far
north of the model Drake Passage.

An improved prediction of the circumpolar transport
can be obtained by retaining the geostrophic term,

h

dp

⇡ 1



gm

x

0

ZZ
⌧

(x)

s

⇢

0

f

dx dy

� 1



gm

x

0

Z
g

p

2f
(h2

e

� h

2

w

) dy. (30)

This is tested against the diagnosed model values in the
central panels of Fig. 14. Note that most of the scatter is
now removed, except for the cases in which the wind stress
is located far north of the model Drake Passage.

In these latter cases, some of the discrepancy can be
explained by noting that the residual transport across the
model Drake Passage does not vanish (see Fig. 11). To
obtain a further improved estimate, the residual transport
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Fig. 14. Comparison of the theoretical predictions of the pycnocline depth at the northern tip of “Drake Passage” (left
panels) and the “Drake Passage” volume transport (right panels) against values diagnosed from the full model calculations.
The three rows show the theoretical predictions obtained by: (i) integrating the zonal wind stress over the circumpolar
streamlines; (ii) additionally correcting for the diagnosed northward geostrophic transport; (iii) further correcting for the
diagnosed residual transport across Drake Passage. Blue points correspond to wind profiles where the peak wind stress
lies at y  L/2, cyan points where the peak wind stress lies in the range L/2 < y < 3L/4, and green points where the
wind stress lies at y � 3L/4. The three magenta points corresponds to the calculations in which the drag coe�cient is
increased (the control value lying on the dashed line), and the red points to the two additional calculations in which the
Gent and McWilliams eddy di↵usivity is increased and decreased.
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Solution: integrate wind stress over circumpolar contours
(Allison et al., 2010):

 (Marshall et al., 2015) 
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Fig. 14. Comparison of the theoretical predictions of the pycnocline depth at the northern tip of “Drake Passage” (left
panels) and the “Drake Passage” volume transport (right panels) against values diagnosed from the full model calculations.
The three rows show the theoretical predictions obtained by: (i) integrating the zonal wind stress over the circumpolar
streamlines; (ii) additionally correcting for the diagnosed northward geostrophic transport; (iii) further correcting for the
diagnosed residual transport across Drake Passage. Blue points correspond to wind profiles where the peak wind stress
lies at y  L/2, cyan points where the peak wind stress lies in the range L/2 < y < 3L/4, and green points where the
wind stress lies at y � 3L/4. The three magenta points corresponds to the calculations in which the drag coe�cient is
increased (the control value lying on the dashed line), and the red points to the two additional calculations in which the
Gent and McWilliams eddy di↵usivity is increased and decreased.
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(b) Global Diapycnal mixing?                                                     (Munday et al., 2011)X - 16 MUNDAY ET AL.: REMOTE FORCING OF THE ACC

Figure 2. Depth-integrated streamfunction (Sv) at equilibrium. The ACC transport

through Drake Passage is indicated in each panel. (a, b) spatially uniform low mixing

of 10−5m2 s−1; (c, d) enhanced mixing of 10−4m2s−1 north of 32◦S in the Atlantic; (e, f)

enhanced mixing of 10−4m2s−1 north of 32◦S in the Pacific and Indian basins. Left and

right panels are with and without wind forcing.
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X - 6 MUNDAY ET AL.: REMOTE FORCING OF THE ACC

In order to interpret the numerical experiments described below, it is useful to consider74

the limiting case of no wind forcing and no deep water formation, i.e. TEk = TN = 0. In75

this limit, the pycnocline is set by diapycnal mixing and eddies, and the ACC transport76

scales, through (2) and (3), as:77

TACC ≈
g′Ly

∫
A κvdA

2|fACC|κGM Lx

, (4)78

i.e. the ACC transport is linearly dependent on the amount of diapycnal mixing integrated79

over the basins to the north of the ACC.80

More generally, differentiating (2) and (3) with respect to h for fixed values of TEk and81

κGM, but keeping TN = 0, we obtain:82

d(lnTACC)

d(ln
∫
A κvdA)

=
2TU

2TU + TEk

. (5)83

This ratio asymptotes to one (i.e. TACC is proportional to the mean diapycnal mixing84

rate) when diapycnal upwelling dominates over the Ekman transport; conversely the ratio85

asymptotes to zero (i.e. TACC is independent of the mean diapycnal mixing rate) when86

the Ekman transport dominates over diapycnal upwelling.87

3. Numerical experiments

To explore the relationship between diapycnal upwelling and the ACC transport in a88

more realistic setting, we now describe a series of numerical experiments with a global89

ocean model [MITgcm, Marshall et al., 1997a, b]. The model has horizontal resolu-90

tion of 4◦ and 15 vertical levels. Mesoscale eddies are parameterized following Gent and91

McWilliams [1990] with constant isopycnal and thickness diffusivities of 1000m2s−1. Sur-92

face temperature and salinity are restored to Levitus climatology over 2 and 6 months93

D R A F T August 6, 2010, 12:53pm D R A F T

neglect TN :

MUNDAY ET AL.: REMOTE FORCING OF THE ACC X - 17

Figure 3. (a) ACC transport through Drake Passage as a function of the area-weighted

diapycnal mixing coefficient κv. Experiments with a spatially uniform κv are plotted in

blue, those with enhanced mixing in the Atlantic in green, and those with enhanced mixing

in the Pacific and Indian in red. Squares represent experiments with wind forcing and

circles without. (b) Meridional cross-section of potential density (kgm−3) in the Pacific

basin at 206◦E for the experiments in Figure 2a (uniform low mixing, blue) and Figure

2e (enhanced mixing in the Pacific and Indian, red).
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(c) Adjustment time scale?
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FIG. 4. Adjustment of the layer thickness, h, as a function of (a) wind stress latitude, φ0; (b) wind stress magnitude, τ0; (c) mesoscale eddy
diffusivity, κGM ; (d) diapycnal mixing coefficient, κv . Solid lines show the results from the reduced-gravity numerical model, and dashed lines
the prediction from the analytical theory (3). In panel (a), the theoretical spin-up estimates are also shown when using the peak wind stress and
characteristic width (Ly = 106 m) in (3) instead of values integrated over the circumpolar contours.
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Observations show a significant intensification of the Southern Hemisphere westerlies, the prevailing winds between the latitudes of
30� and 60� S, over the past decades. A continuation of this intensification trend is projected by climate scenarios for the twenty-first
century. The response of the Antarctic Circumpolar Current and the carbon sink in the Southern Ocean to changes in wind stress
and surface buoyancy fluxes is under debate. Here we analyse the Argo network of profiling floats and historical oceanographic data
to detect coherent hemispheric-scale warming and freshening trends that extend to depths of more than 1,000 m. The warming and
freshening is partly related to changes in the properties of the water masses that make up the Antarctic Circumpolar Current, which are
consistent with the anthropogenic changes in heat and freshwater fluxes suggested by climate models. However, we detect no increase
in the tilt of the surfaces of equal density across the Antarctic Circumpolar Current, in contrast to coarse-resolution model studies.
Our results imply that the transport in the Antarctic Circumpolar Current and meridional overturning in the Southern Ocean are
insensitive to decadal changes in wind stress.

The Antarctic Circumpolar Current (ACC) is the dominant
feature of ocean circulation in the Southern Hemisphere1. Driven
at least in part by the vigorous mid-latitude westerly winds,
the ACC is associated with strongly tilted surfaces of constant
density in the meridional direction. As these provide an e�ective
connection between surface and deep ocean waters, the ACC is of
unique importance for air–sea exchanges of heat, fresh water and
atmospheric trace gases, and thus for the evolution of climate under
increasing greenhouse gas emissions to the atmosphere2,3. The ACC
regime accounts for a large fraction of global ocean warming4–7, and
for �40% of the global oceanic uptake of anthropogenic CO2 over
the past two centuries8,9. However, model simulations10–12 suggest
that the future of this carbon sink depends rather sensitively on
the response of the ACC circulation system to the strengthening
of the westerlies projected by IPCC climate scenarios for the
twenty-first century13,14.

Climate model studies show a progressive increase in the
tilt of density surfaces across the ACC in response to poleward
intensifying westerly winds, relating to an increase in ACC
transport and southward shift of its mean position13,15,16. The
dynamic adjustment of the ACC in these coarse-resolution models
is governed by the e�ect of enhanced northward Ekman fluxes,
with an enhanced downwelling of surface waters north of the ACC,
and upwelling of deep waters south of the ACC (refs 17–19 ).
However, this behaviour is under debate, because the Ekman
e�ect may be opposed by a wind-induced increase in eddy
fluxes. High-resolution models with explicit eddies suggest that the
increase in northward Ekman transport caused by stronger westerly
winds is compensated by southward eddy fluxes, resulting in little
change in mean transport and overturning20–22.

Atmospheric observations and reanalyses indicate a significant
intensification of the westerlies in conjunction with the positive

trend of the Southern Annular Mode during recent decades23,24.
While evidence for a response of the ACC eddy activity to
inter-annual changes in zonal wind stress is provided by satellite
altimeter data25, understanding of changes in the density structure
of the ACC has been hampered by the scarcity of historical
measurements in the Southern Ocean. Temperatures recorded in
the 1990s by mid-depth autonomous floats26, and more recently27

by the profiling floats of the Argo network28, reveal a systematic
warming within the ACC compared with earlier hydrographic
measurements. The warming pattern seemed largely consistent
with the hypothesis of a wind-forced southward migration of the
isopycnal surfaces by about 50 km. However, no studies have yet
examined changes in salinity and density for the circumpolar extent
of the ACC.

Here we assess the structure of hemispheric-scale density
trends across the ACC, using the temperature and salinity profiles
provided by Argo floats and a comprehensive compilation of
historic data, and we elucidate the nature of the ACC changes
by contrasting the trends on isobaric surfaces with the trends in
water-mass properties on isopycnal surfaces.

SPATIAL PATTERN OF CHANGES ALONG THE ACC

Argo floats drift with the ocean currents at typically 1,000 m
depth, collecting vertical profiles of temperature and salinity
between 2,000 m depth and the sea surface every 10 days28.
Deployed from ships since 2001, the Argo network provides an
almost continuous spatial coverage of the previously sparsely
sampled Southern Ocean (Fig. 1). A comparison of the individual
Argo profiles with the climatological mean state, as provided by
the recent hemispheric extension of the high-resolution CSIRO
Atlas of Regional Seas (CARS (ref. 29)), shows a conspicuous
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Böning et al. (2008):

(Allison et al., 2011)

• dominated by Southern Ocean eddies and NADW formation
     (Allison et al., 2011; Jones et al., 2011; Samelson, 2011)
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3. Eddy-resolving box model of the ACC and carbon cycle
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Fig. 3. Sensitivity of the circumpolar transport to (a) the wind stress, and (b) the diapycnal di↵usivity. The “error
bars” are two standard deviations around the long-term mean, calculated from instantaneous monthly values throughout
the averaging period. The 2� (blue) experiments are averaged over 1000 years, the 1/2� (red) experiments over 100 years,
and the 1/6� (green) experiments over 10 years.

4� experiments and the 1/2� experiments were then ini-
tialised from the result of the 2� experiments. After 1000
years, the 1/2� results were then interpolated to 1/6�, and
these experiments begun.1 Where time-average results are
discussed, the 2� experiments have been averaged over 1000
years, the 1/2� over 100 years, and the 1/6� over 10 years.

3. Key results

The key results of our numerical experiments are sum-
marised in Fig. 3, where the relationship between the time-
mean “circumpolar” transport (the zonal transport through
the re-entrant channel) and the strength of the wind forc-
ing (Fig. 3a) and diapycnal di↵usivity (Fig. 3b) are shown.
Di↵erent averaging periods are used for each grid spacing;
1000 years for 2�, 100 years for 1/2�, and 10 years for
1/6�. The bars represent two standard deviations of the
instantaneous monthly transport about the mean. They
indicate the instantaneous variability of the circumpolar
current, rather than any error in the mean, which is ex-

1For reasons of numerical stability it was found to be easier to
initialise the 1/6� diapycnal di↵usivity experiments from the 4� ex-
periments used to initialise the 2� experiments. In some cases, this
leads to a noticeable “lag” between the 1/6� basic state and the 12
experiments that make up the rest of the 1/6� diapycnal di↵usivity
suite.

tremely small.
Examination of Fig. 3a demonstrates that the non-eddy-

resolving model (2�, blue line) behaves much like global
climate models, i.e. the circumpolar transport changes
dramatically with the wind stress. Even with no wind at
all (⌧0 = 0Nm�2) a significant TACC of ⇠ 50Sv occurs.
This transport occurs for the reasons elucidated by Mun-
day et al. (2011), i.e. that the global pycnocline is deep-
ened by diapycnal mixing, even in the absence of wind.
This then leads to a considerable circumpolar transport
via thermal wind shear. The increase in TACC with wind
forcing continues across the extreme range considered here,
which reaches a peak wind stress of 1.0Nm�2, compared to
the basic state value of 0.2Nm�2. The increase in trans-
port does not remain linear with wind stress, although it
is close to this limit across many of the experiments. The
reader should note that no “error bars” are shown on the
� = 2� line of Fig. 3a as the variability is so low that they
would be smaller than the plotted symbol in most cases.

When the grid spacing is refined to 1/2� (red line),
and again to 1/6� (green line), the model behaves like the
high resolution numerical models discussed in Section 1.
In other words, TACC “saturates” at some finite value of
wind stress and ceases to increase with further increases
in wind stress. Indeed, for the first time our 1/6� exper-
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cf. Straub (1993), Hallberg and Gnanadesikan (2001), Tansley and Marshall (2001), Hallberg and Gnanadesikan (2006), 
Meredith and Hogg (2006), Hogg and Blundell (2010), Farneti et al. (2010), Farneti and Delworth (2010), ...
NB: Hogg and Munday (2014)
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Fig. 3. Sensitivity of the circumpolar transport to (a) the wind stress, and (b) the diapycnal di↵usivity. The “error
bars” are two standard deviations around the long-term mean, calculated from instantaneous monthly values throughout
the averaging period. The 2� (blue) experiments are averaged over 1000 years, the 1/2� (red) experiments over 100 years,
and the 1/6� (green) experiments over 10 years.

4� experiments and the 1/2� experiments were then ini-
tialised from the result of the 2� experiments. After 1000
years, the 1/2� results were then interpolated to 1/6�, and
these experiments begun.1 Where time-average results are
discussed, the 2� experiments have been averaged over 1000
years, the 1/2� over 100 years, and the 1/6� over 10 years.

3. Key results

The key results of our numerical experiments are sum-
marised in Fig. 3, where the relationship between the time-
mean “circumpolar” transport (the zonal transport through
the re-entrant channel) and the strength of the wind forc-
ing (Fig. 3a) and diapycnal di↵usivity (Fig. 3b) are shown.
Di↵erent averaging periods are used for each grid spacing;
1000 years for 2�, 100 years for 1/2�, and 10 years for
1/6�. The bars represent two standard deviations of the
instantaneous monthly transport about the mean. They
indicate the instantaneous variability of the circumpolar
current, rather than any error in the mean, which is ex-

1For reasons of numerical stability it was found to be easier to
initialise the 1/6� diapycnal di↵usivity experiments from the 4� ex-
periments used to initialise the 2� experiments. In some cases, this
leads to a noticeable “lag” between the 1/6� basic state and the 12
experiments that make up the rest of the 1/6� diapycnal di↵usivity
suite.

tremely small.
Examination of Fig. 3a demonstrates that the non-eddy-

resolving model (2�, blue line) behaves much like global
climate models, i.e. the circumpolar transport changes
dramatically with the wind stress. Even with no wind at
all (⌧0 = 0Nm�2) a significant TACC of ⇠ 50Sv occurs.
This transport occurs for the reasons elucidated by Mun-
day et al. (2011), i.e. that the global pycnocline is deep-
ened by diapycnal mixing, even in the absence of wind.
This then leads to a considerable circumpolar transport
via thermal wind shear. The increase in TACC with wind
forcing continues across the extreme range considered here,
which reaches a peak wind stress of 1.0Nm�2, compared to
the basic state value of 0.2Nm�2. The increase in trans-
port does not remain linear with wind stress, although it
is close to this limit across many of the experiments. The
reader should note that no “error bars” are shown on the
� = 2� line of Fig. 3a as the variability is so low that they
would be smaller than the plotted symbol in most cases.

When the grid spacing is refined to 1/2� (red line),
and again to 1/6� (green line), the model behaves like the
high resolution numerical models discussed in Section 1.
In other words, TACC “saturates” at some finite value of
wind stress and ceases to increase with further increases
in wind stress. Indeed, for the first time our 1/6� exper-
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Fig. 4. Time-average barotropic streamfunction (black
contours) overlaid on to eddy kinetic energy on a loga-
rithmic colour scale. Solid black lines are positive val-
ues of transport streamfunction every 20Sv starting at
0Sv. Dashed contours are negative transport streamfunc-
tion starting at �20Sv with a contour interval of 20Sv.
The 2� experiments have been averaged over 1000 years,
the 1/2� experiments over 100 years, and the 1/6� experi-
ments over 10 years.

presence of a vigorous mesoscale eddy field. The EKE in-
creases significantly between these two grid spacings, both
in terms of magnitude and spatial extent, as the 1/6� grid
can resolve more of the mesoscale eddy field. At 1/6� the
viscous dissipation of momentum is now su�ciently low for
the steepness of the isopycnals near the northern bound-
ary to lead to undamped baroclinic instability and the
generation of an eddy field. Examination of the instan-
taneous temperature and salinity fields also reveals that
the very low strength western boundary currents, formed
via a thermal wind response to the meridional variation of
stratification and resulting inflow/outflow into the western
boundary region at low/high latitudes, also become unsta-
ble, most likely due to a mixed barotropic/baroclinic insta-
bility. While here the focus is on SO/southern boundary
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Fig. 5. Time-zonal-average contours of potential density
referenced to the 30th model level. Two particular isopy-
cnals are chosen to show the fairly constant surface strat-
ification, but the varying depth of the deeper isopycnals
between resolutions. The 2� experiments have been aver-
aged over 1000 years, the 1/2� experiments over 100 years,
and the 1/6� experiments over 10 years.

processes, these regions could potentially lead to important
eddy fluxes of both buoyancy and biogeochemical tracers
elsewhere in the domain.

The contours of barotropic streamfunction in Figs. 4b
and 4c also reveal the qualitative change in form that the
barotropic flow undergoes as grid spacing is refined. Even
at 1/2�, the circumpolar flow is concentrated into a much
narrower jet across the northern edge of the channel. At
1/6�, the jet is narrower still. The small region of negative
streamfunction to the north of the channel is due to the curl
of the wind stress creating a very small gyre. At the eddy-
ing resolutions, the mean jet also shows the presence of a
standing wave pattern, which becomes stronger for the finer
grid. By 1/6� the standing wave is strong enough to show
closed contours of streamfunction in the time-mean. The
instantaneous barotropic streamfunction at 1/2� and 1/6�

shows considerable deviation from the time-mean picture
of Figs. 4b and 4c, since the circumpolar current itself can
migrate and the eddies propagate. In addition to general
baroclinic instability throughout the channel, the standing
wave undergoes instability processes and barotropic eddies,
visible as closed contours of barotropic streamfunction, are
able to propagate southwards along the edge of the step
within the channel (not shown).

It is notable in Fig. 3 that there is a systematic re-
duction in TACC between the 1/6� experiments and the
coarser grid spacings. This is due to a reduction in the
thermal wind shear, which ultimately determines much of
the circumpolar transport. This is dominated by changes
in global pycnocline depth, although a slight warming of
the abyss also contributes. The two isopycnals drawn in

8

eddy kinetic energy

cf. Straub (1993), Hallberg and Gnanadesikan (2001), Tansley and Marshall (2001), Hallberg and Gnanadesikan (2006), 
Meredith and Hogg (2006), Hogg and Blundell (2010), Farneti et al. (2010), Farneti and Delworth (2010), ...
NB: Hogg and Munday (2014)

trapped and the lower cell dominates the circulation. In
the case of the wind experiment, as ‘‘forcing’’ decreases
(wind stress decreases) a qualitatively similar regime
change occurred. While the change in regime in su-
perficially similar to that with zero wind, the rate of
overturning increases as ky increases, just as it would
with increased wind stress. Furthermore, due to the
way that diapycnal diffusivity affects the flow, there is
no way to increase the rate of overturning while
maintaining an adiabatic regime, as occurs with in-
creased wind forcing.
Reduction of the diapycnal diffusivity leads to an in-

creasingly adiabatic flow, see Figs. 12a–c for the ky5 13
1025 m2 s21 simulations, since the prescribed flow
across isopycnals is now reduced. This remains true re-
gardless of the model grid spacing. At the coarsest grid
spacing used, 28, numerical problems begin to occur, in
which abyssal water masses can form that are colder
than the coldest surface water. This leads to a section of
the domain that is isolated from the surface, since con-
vection cannot penetrate into this cold, dense water
mass. The net effect is that seen in Fig. 12a, that the
bottom cell is substantially reduced in size and magni-
tude. Care was taken to avoid this numerical issue in
all other model runs, although it was found to be un-
avoidable at this particular combination of low ky and
coarse model grid.
Quantification of the overturning in Fig. 11b, using the

maximum/minimum of the RMOC streamfunction for
the upper/lower (NADW/AABW) cell as described in
section 5b, reveals that the model resolutions tend to
diverge from each other at high diapycnal diffusivities.
The strength of the upper cell tends to increase with ky,
even as it becomes restricted in spatial extent at high
diapycnal diffusivity. As with the wind experiments, the
upper cell is less sensitive to changes in diapycnal dif-
fusivity at 1/68 grid spacing. This indicates that eddy
processes continue to buffer the NADW cell against
changes even when the cell no longer extends into the
reentrant channel.
Figure 11b also reveals that the bottom cell is indeed

strengthening. In fact, it shows that the 1/68 experiments
are actually more sensitive to changes in ky than the
coarser grid spacings. Essentially, the increase in dia-
pycnal mixing is able to supply more potential energy to
both cells, however, it does so to the lower cell prefer-
entially, such that this cell becomes dominant. The
change in overturning that results from changes in po-
tential energy sources/sinks is dependent upon the spa-
tial distribution of those sources and sinks (Oliver and
Edwards 2008). As a result, it is nontrivial to determine
the changes in overturning that might result from
changes in diapycnal diffusivity within the Southern

FIG. 11. Time-averaged (a) basin-averaged eddy kinetic energy,
(b) minimum/maximum residual meridional overturning circula-
tion as specified in the text, and (c) Pycnocline depth, as per Eq. (7).
The 28 experiments have been averaged over 1000 years, the ½8
experiments over 100 years, and the 1/68 experiments over 10 years.
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the residual overturning circulation or the statistical
properties of the eddy field, may remain sensitive to
changes in wind forcing. Here we examine such aspects
of the model’s circulation for the experiments in which
the wind stress is varied, that is, those used in the pro-
duction of Fig. 3a.

a. Eddy kinetic energy

In Fig. 4 it is clear that as the model grid spacing is
refined, EKE increases, owing to improved resolution of
mesoscale instability processes and the eddies they
generate. This is symptomatic of the more vigorous
mesoscale eddy field and is common in most general
circulation models of the ocean as the eddy-resolving
threshold is passed (see, for example, Roberts et al.
2004; Farneti et al. 2010). Typically this increase in EKE
is seen as an improvement in realism, with respect to
observations of EKE in the real ocean by, for example,
satellite altimetry. As Fig. 9a demonstrates, increasing
the wind, at a fixed grid spacing, leads to an increase in
EKE. The large separation between the EKE of equiv-
alent½8 and 1/68 experiments remains, although the EKE
of the ½8 experiment with five times the basic state wind
(peak wind stress of 1.0 N m22 compared to 0.2 N m22)
has comparable EKE to the 1/68 basic state. The EKE of
28 experiments always remains at least three orders of
magnitude lower than the ½8 experiments, and so is not
shown. For the 1/68 experiments, the growth of the EKE
with the wind forcing is slightly faster than linear.
Figure 9a demonstrates that once closed vortices, and

internal variability, begin to occur at½8, there is a strong
correlation between surface wind forcing and the do-
main average EKE. When combined with Fig. 3a, it
shows that the increasing rate of wind work at the sur-
face acts to increase the eddy kinetic energy, rather than
the mean kinetic energy. This is unsurprising, given that
the dominant mechanical energy budget, for a zonal
channel in the adiabatic limit of weak time-mean bot-
tom flow, is given by (Cessi et al. 2006; Cessi 2008;
Abernathey et al. 2011)
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where us is the time-average surface flow, (1/2)u0bu
0
b is

the bottom EKE, and G indicates a function of the
bottom EKE, vertical viscosity, etc, consistent with the
bottom no-slip boundary condition. The growth of EKE
with wind forcing is then a consequence of the fact that
the surface wind-work against the time-mean current
must be balanced by mechanical dissipation acting on
the bottom EKE. This is consistent with the quasi-linear
nature of the dependence of EKE on the wind stress.

FIG. 9. Time-averaged (a) basin-averaged eddy kinetic energy;
(b) minmum/maximum residual meridional overturning circula-
tion as specified in the text; and (c) pycnocline depth, as per Eq. (7).
The 28 experiments have been averaged over 1000 years, the ½8
experiments over 100 years, and the 1/68 experiments over 10 years.

MARCH 2013 MUNDAY ET AL . 521

trapped and the lower cell dominates the circulation. In
the case of the wind experiment, as ‘‘forcing’’ decreases
(wind stress decreases) a qualitatively similar regime
change occurred. While the change in regime in su-
perficially similar to that with zero wind, the rate of
overturning increases as ky increases, just as it would
with increased wind stress. Furthermore, due to the
way that diapycnal diffusivity affects the flow, there is
no way to increase the rate of overturning while
maintaining an adiabatic regime, as occurs with in-
creased wind forcing.
Reduction of the diapycnal diffusivity leads to an in-

creasingly adiabatic flow, see Figs. 12a–c for the ky5 13
1025 m2 s21 simulations, since the prescribed flow
across isopycnals is now reduced. This remains true re-
gardless of the model grid spacing. At the coarsest grid
spacing used, 28, numerical problems begin to occur, in
which abyssal water masses can form that are colder
than the coldest surface water. This leads to a section of
the domain that is isolated from the surface, since con-
vection cannot penetrate into this cold, dense water
mass. The net effect is that seen in Fig. 12a, that the
bottom cell is substantially reduced in size and magni-
tude. Care was taken to avoid this numerical issue in
all other model runs, although it was found to be un-
avoidable at this particular combination of low ky and
coarse model grid.
Quantification of the overturning in Fig. 11b, using the

maximum/minimum of the RMOC streamfunction for
the upper/lower (NADW/AABW) cell as described in
section 5b, reveals that the model resolutions tend to
diverge from each other at high diapycnal diffusivities.
The strength of the upper cell tends to increase with ky,
even as it becomes restricted in spatial extent at high
diapycnal diffusivity. As with the wind experiments, the
upper cell is less sensitive to changes in diapycnal dif-
fusivity at 1/68 grid spacing. This indicates that eddy
processes continue to buffer the NADW cell against
changes even when the cell no longer extends into the
reentrant channel.
Figure 11b also reveals that the bottom cell is indeed

strengthening. In fact, it shows that the 1/68 experiments
are actually more sensitive to changes in ky than the
coarser grid spacings. Essentially, the increase in dia-
pycnal mixing is able to supply more potential energy to
both cells, however, it does so to the lower cell prefer-
entially, such that this cell becomes dominant. The
change in overturning that results from changes in po-
tential energy sources/sinks is dependent upon the spa-
tial distribution of those sources and sinks (Oliver and
Edwards 2008). As a result, it is nontrivial to determine
the changes in overturning that might result from
changes in diapycnal diffusivity within the Southern

FIG. 11. Time-averaged (a) basin-averaged eddy kinetic energy,
(b) minimum/maximum residual meridional overturning circula-
tion as specified in the text, and (c) Pycnocline depth, as per Eq. (7).
The 28 experiments have been averaged over 1000 years, the ½8
experiments over 100 years, and the 1/68 experiments over 10 years.

MARCH 2013 MUNDAY ET AL . 525

lower cell

upper cell

trapped and the lower cell dominates the circulation. In
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(wind stress decreases) a qualitatively similar regime
change occurred. While the change in regime in su-
perficially similar to that with zero wind, the rate of
overturning increases as ky increases, just as it would
with increased wind stress. Furthermore, due to the
way that diapycnal diffusivity affects the flow, there is
no way to increase the rate of overturning while
maintaining an adiabatic regime, as occurs with in-
creased wind forcing.
Reduction of the diapycnal diffusivity leads to an in-

creasingly adiabatic flow, see Figs. 12a–c for the ky5 13
1025 m2 s21 simulations, since the prescribed flow
across isopycnals is now reduced. This remains true re-
gardless of the model grid spacing. At the coarsest grid
spacing used, 28, numerical problems begin to occur, in
which abyssal water masses can form that are colder
than the coldest surface water. This leads to a section of
the domain that is isolated from the surface, since con-
vection cannot penetrate into this cold, dense water
mass. The net effect is that seen in Fig. 12a, that the
bottom cell is substantially reduced in size and magni-
tude. Care was taken to avoid this numerical issue in
all other model runs, although it was found to be un-
avoidable at this particular combination of low ky and
coarse model grid.
Quantification of the overturning in Fig. 11b, using the

maximum/minimum of the RMOC streamfunction for
the upper/lower (NADW/AABW) cell as described in
section 5b, reveals that the model resolutions tend to
diverge from each other at high diapycnal diffusivities.
The strength of the upper cell tends to increase with ky,
even as it becomes restricted in spatial extent at high
diapycnal diffusivity. As with the wind experiments, the
upper cell is less sensitive to changes in diapycnal dif-
fusivity at 1/68 grid spacing. This indicates that eddy
processes continue to buffer the NADW cell against
changes even when the cell no longer extends into the
reentrant channel.
Figure 11b also reveals that the bottom cell is indeed

strengthening. In fact, it shows that the 1/68 experiments
are actually more sensitive to changes in ky than the
coarser grid spacings. Essentially, the increase in dia-
pycnal mixing is able to supply more potential energy to
both cells, however, it does so to the lower cell prefer-
entially, such that this cell becomes dominant. The
change in overturning that results from changes in po-
tential energy sources/sinks is dependent upon the spa-
tial distribution of those sources and sinks (Oliver and
Edwards 2008). As a result, it is nontrivial to determine
the changes in overturning that might result from
changes in diapycnal diffusivity within the Southern

FIG. 11. Time-averaged (a) basin-averaged eddy kinetic energy,
(b) minimum/maximum residual meridional overturning circula-
tion as specified in the text, and (c) Pycnocline depth, as per Eq. (7).
The 28 experiments have been averaged over 1000 years, the ½8
experiments over 100 years, and the 1/68 experiments over 10 years.
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Residual overturning - eddy compensation?         (Munday et al., 2013)
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Figure 5. (a) Atmospheric pCO2 versus wind forcing for the 2◦ and 1∕2◦ grid spacing sector models. The 2◦ line (blue)
is a 1000 year average at equilibrium, the 1∕2◦ line (red) is a 200 year average at pseudo-equilibrium. (b, c) Fractional
contribution of each ocean carbon reservoir to the total pCO2 change as a function of wind stress. The blue line is the
fractional change in pCO2 due to the equivalent emission of carbon dioxide from changes in temperature and salinity,
i.e., the first two terms on the right-hand side of equation (14). This is effectively the change in pCO2 due to Csat. The
red, blue, and green lines are the fractional pCO2 changes due to changes in disequilibrium (Cdis), soft tissue carbon
(Csoft), and hard tissue carbon (Ccarb) including preformed alkalinity changes. The 2◦ in Figure 5b is a 1000 year average
at equilibrium, and the 1∕2◦ in Figure 5c is a 200 year average at pseudo-equilibrium.

their saturation state and disequilibrium in their abyssal water masses. They also store the majority of their
biological carbon below 1000 m with more biological carbon at high northern latitudes than at high
southern latitudes.

The saturation state, Csat, of the 2◦ model produces noticeably higher concentrations in its abyss than the
1∕2◦ model (cf. Figures 4c and 4d; note the color scales are the same). This is due to the 2◦ model having
slightly colder bottom water and a slightly higher atmospheric pCO2, as well as changes in preformed
alkalinity between the two models. Broadly speaking, the hydrographic slices indicate that Csat resembles
the stratification of the model domain, with the strongest influence being from temperature. Because
salinity is forced by a restoring condition, rather than freshwater flux, the surface DIC does not experience
any dilution/concentration from freshwater input or evaporation. As a result, it also looks more like
temperature at the surface than salinity, as do all of the other biogeochemical fields.

The disequilibrium component of the DIC distribution, Cdis, is particularly informative with regard to how the
physical circulation interacts with both the air-sea exchange and the biological storage of carbon. For both
models, Cdis indicates that the abyssal water masses are supersaturated with respect to the atmosphere at
the time of subduction (see Figures 4e and 4f), i.e., that they would have been outgassing carbon dioxide
when last at the surface. In contrast, the water of the NADW cell is significantly undersaturated, implying
that it would have been taking up carbon when last at the surface of the ocean. In kinematic terms, the
water that upwells near the southern boundary is subducted back down to the interior before it can outgas
any of its excess carbon and therefore retains its degree of supersaturation. This is despite the water cooling
as it moves south, which would tend to reduce disequilibrium.

Table 1. Carbon Reservoirs

Reservoira 2◦ Sector 1∕2◦ Sector Williams and Follows [2011]

pCO2 (ppmv) 290 286 —
Catm 30 (0.9%) 29 (0.8%) 600 (2%)
IO 3383 (99%) 3372 (99%) 35 538 (98%)
Csat 3263 (96%) 3236 (95%) 33 330 (92%)
Cdis 25 (0.7%) 22 (0.6%) 38 (0.1%)
Csoft 71 (2%) 83 (2%) 1672 (5%)
Ccarb 24 (0.7%) 31 (0.9%) 502 (1%)

aUnits are GtC or PgC, except where noted. The percentages are the
fraction of the total carbon storage (Catm + IO) that each reservoir holds.
GtC can be converted to molsC by dividing by 12 gmol−1.
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southern latitudes.
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1∕2◦ model (cf. Figures 4c and 4d; note the color scales are the same). This is due to the 2◦ model having
slightly colder bottom water and a slightly higher atmospheric pCO2, as well as changes in preformed
alkalinity between the two models. Broadly speaking, the hydrographic slices indicate that Csat resembles
the stratification of the model domain, with the strongest influence being from temperature. Because
salinity is forced by a restoring condition, rather than freshwater flux, the surface DIC does not experience
any dilution/concentration from freshwater input or evaporation. As a result, it also looks more like
temperature at the surface than salinity, as do all of the other biogeochemical fields.

The disequilibrium component of the DIC distribution, Cdis, is particularly informative with regard to how the
physical circulation interacts with both the air-sea exchange and the biological storage of carbon. For both
models, Cdis indicates that the abyssal water masses are supersaturated with respect to the atmosphere at
the time of subduction (see Figures 4e and 4f), i.e., that they would have been outgassing carbon dioxide
when last at the surface. In contrast, the water of the NADW cell is significantly undersaturated, implying
that it would have been taking up carbon when last at the surface of the ocean. In kinematic terms, the
water that upwells near the southern boundary is subducted back down to the interior before it can outgas
any of its excess carbon and therefore retains its degree of supersaturation. This is despite the water cooling
as it moves south, which would tend to reduce disequilibrium.

Table 1. Carbon Reservoirs

Reservoira 2◦ Sector 1∕2◦ Sector Williams and Follows [2011]

pCO2 (ppmv) 290 286 —
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alkalinity between the two models. Broadly speaking, the hydrographic slices indicate that Csat resembles
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salinity is forced by a restoring condition, rather than freshwater flux, the surface DIC does not experience
any dilution/concentration from freshwater input or evaporation. As a result, it also looks more like
temperature at the surface than salinity, as do all of the other biogeochemical fields.

The disequilibrium component of the DIC distribution, Cdis, is particularly informative with regard to how the
physical circulation interacts with both the air-sea exchange and the biological storage of carbon. For both
models, Cdis indicates that the abyssal water masses are supersaturated with respect to the atmosphere at
the time of subduction (see Figures 4e and 4f), i.e., that they would have been outgassing carbon dioxide
when last at the surface. In contrast, the water of the NADW cell is significantly undersaturated, implying
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water that upwells near the southern boundary is subducted back down to the interior before it can outgas
any of its excess carbon and therefore retains its degree of supersaturation. This is despite the water cooling
as it moves south, which would tend to reduce disequilibrium.
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(following Goodwin et al., 2008)
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1∕2◦ model (cf. Figures 4c and 4d; note the color scales are the same). This is due to the 2◦ model having
slightly colder bottom water and a slightly higher atmospheric pCO2, as well as changes in preformed
alkalinity between the two models. Broadly speaking, the hydrographic slices indicate that Csat resembles
the stratification of the model domain, with the strongest influence being from temperature. Because
salinity is forced by a restoring condition, rather than freshwater flux, the surface DIC does not experience
any dilution/concentration from freshwater input or evaporation. As a result, it also looks more like
temperature at the surface than salinity, as do all of the other biogeochemical fields.

The disequilibrium component of the DIC distribution, Cdis, is particularly informative with regard to how the
physical circulation interacts with both the air-sea exchange and the biological storage of carbon. For both
models, Cdis indicates that the abyssal water masses are supersaturated with respect to the atmosphere at
the time of subduction (see Figures 4e and 4f), i.e., that they would have been outgassing carbon dioxide
when last at the surface. In contrast, the water of the NADW cell is significantly undersaturated, implying
that it would have been taking up carbon when last at the surface of the ocean. In kinematic terms, the
water that upwells near the southern boundary is subducted back down to the interior before it can outgas
any of its excess carbon and therefore retains its degree of supersaturation. This is despite the water cooling
as it moves south, which would tend to reduce disequilibrium.
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Relation between atmospheric CO2
and residual overturning? 
(c.f. Lauderdale et al., 2013)



Summary of key points
In our models: 

- ACC driven by winds along circumpolar streamlines and global diapycnal mixing. 

- Both the equilibrium ACC and its adjustment are extremely sensitive to the 
     representation of eddies - implications for climate models!  

- Eddy-permitting box model: 
•  ACC is remarkably insensitive* to Southern Ocean winds and 

            somewhat sensitive to diapycnal mixing;
•  reduced sensitivity of residual overturning 

            to Southern Ocean winds;
•  reduced sensitivity of atmospheric CO2 

            to Southern Ocean winds;
•  strong relation between atmospheric CO2  

                  and residual overturning - see Jon Lauderdale’s poster.

- Role of buoyancy forcing? (e.g., Hogg, 2010)

     

marshall@atm.ox.ac.uk
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Figure 2. Depth-integrated streamfunction (Sv) at equilibrium. The ACC transport

through Drake Passage is indicated in each panel. (a, b) spatially uniform low mixing

of 10−5m2 s−1; (c, d) enhanced mixing of 10−4m2s−1 north of 32◦S in the Atlantic; (e, f)

enhanced mixing of 10−4m2s−1 north of 32◦S in the Pacific and Indian basins. Left and

right panels are with and without wind forcing.
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a ;0.2 PW storage rate. The divergence of the total
heat transport shown in Fig. 12a may be used to infer
the combined atmospheric flux and storage rate at each
latitude.
Estimated regional temperature anomaly transports

across ;308S are consistent with previous static inverse
model estimates. The state estimate finds 99 6 66 Sv 8C
(or ;0.4 6 0.3 PW) carried into the Atlantic Ocean,
Ganachaud and Wunsch (2000) find a flux of about 0.36
2 PW, Holfort and Siedler (2001) find 0.29 6 0.24 PW,
and Talley (2003) finds about 0.23 6 0.05 PW. The com-
bined temperature anomaly transport into the Indian and
Pacific Oceans in the state estimate is 180 6 210 Sv 8C
(;20.8 6 0.9 PW). For this region, Ganachaud and
Wunsch (2000) and Wijffels et al. (2001) both find
20.9 PW (error bars not explicitly given) and Talley
(2003) finds about 21.2 6 0.2 PW.
The total freshwater transport out of the Southern

Ocean is 0.76 0.2 Sv in the SOSE. Freshwater anomaly
storage is insignificant in the SOSE, so this transport rate
is consistent with the net precipitation/runoff rate of
0.86 0.9 Sv inferred by Ganachaud andWunsch (2003).
The equatorward export of freshwater across 328S into
the Atlantic and Indian Oceans is consistent with the
findings of Talley (2008). This transport is 0.2 6 0.1 Sv
for both Atlantic and Indian Oceans in the SOSE, and

Talley (2008) finds 0.2156 0.036 Sv and 0.2576 0.085 Sv
for each respective region. The transport across 288S
into the Pacific Ocean, however, is inconsistent as the
SOSE yields 0.4 6 0.1 Sv and Talley (2008) inferred
a transport of 0.136 6 0.077 Sv. The discrepancy in the
Pacific Ocean freshwater anomaly transport inferences
suggests an underestimate of the uncertainty in either
the current calculation, the Talley (2008) calculation based
on shipboard data collected in June–July 1967, or both.

d. Rate of wind work

TheACC is largely aligned with the atmospheric winds,
resulting in a large rate of work by the wind on the ocean
(Wunsch 1998). Using the present estimate, the domain-
integrated (over the area south of 258S) rate of wind work
done on the meridional and zonal velocities is 1.1 6 0.9
and 1.16 0.3 TW, respectively. The total integrated rate of
wind work for the SOSE domain is 2.16 1.1 TW (Fig. 14).
Of this ;2 TW, only 0.5 6 0.1 TW is absorbed by the
(primarily zonal) geostrophic flow. The power transfer
to the ageostrophic ocean circulation is approximately
three times greater than that transferred to the geo-
strophic flow [Ferrari and Wunsch (2009, supplemental
material) provide a wider context for these numbers].
The rate of wind work calculation is made using

6-hourly averaged fields. Smoothing the ocean velocity

FIG. 14. Time-average rate of work (power) done by the wind on the Southern Ocean
circulation, t ! v (W m22). The integrated power input over the domain is 2.1 6 1.1 TW. The
color axis is nonlinear.
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